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Research	Community	on		
Deep	Learning	

Deep	Learning	The	Past	Present	and	Future	of	Ar4ficial	Intelligence	by	Lukas	Masuch	



Ar4ficial	Intelligence	at	Google	

Deep	Learning	The	Past	Present	and	Future	of	Ar4ficial	Intelligence	by	Lukas	Masuch	



Deep	Learning	Startups	

hNps://www.cbinsights.com/blog/deep-learning-ai-startups-market-map-company-list/	



A	Few	Applica4ons	of	Deep	Learning	



Game	of	Go:	4:1	

•  Game	of	Go	

Deep	learning	and	the	state	of	AI	/	2016	by	Grigory	Sapunov	



Image	Coloriza4on	



Image	Synthesis	

Combining	Markov	Random	Fields	and	Convolu4onal	Neural	Networks	for	Image	Synthesis	



Synthesizing	Pain4ng	

a)	Original	pain4ng,	b)	Seman4c	annota4on,	c)	Desired	pain4ng,	d)	Output	

Seman4c	Style	Transfer	and	Turning	Two-Bit	Doodles	into	Fine	Artwork	(hNps://arxiv.org/pdf/1603.01768v1.pdf)	



NLP:	Syntax	Parsing	

Deep	Learning	The	Past	Present	and	Future	of	Ar4ficial	Intelligence	by	Lukas	Masuch	



Text	Genera4on	

Learn	to	spell	words	
using	Recurrent	
Neural	Network	

hNp://karpathy.github.io/2015/05/21/rnn-effec4veness/	



Text	Genera4on	

Trained	on	structured	Wikipedia	markdown.	Network	learns	correct	syntac4c	structure	

hNp://karpathy.github.io/2015/05/21/rnn-effec4veness/	



Image	Cap4oning	

hNp://cs.stanford.edu/people/karpathy/deepimagesent/	



Deep	Learning	

•  A	mul4-layer	neural	network	

•  It	learns	from	experience	

•  It	maps	input	to	a	con4nuous	space	
representa4on	

•  It’s	effec4ve	in	learning	rela4onships	and	
paNerns	



Deep	learning	and	the	state	of	AI	/	2016	by	Grigory	Sapunov	



Brief	History	

Deep	Learning	The	Past	Present	and	Future	of	Ar4ficial	Intelligence	by	Lukas	Masuch	



What	has	Changed?	

•  Computa4onal	power	

•  Big	Data	

Deep	Learning	The	Past	Present	and	Future	of	Ar4ficial	Intelligence	by	Lukas	Masuch	



Fully	Connected	Neural	Network	

Deep	Learning	Tutorial	by	Hung-yi	Lee	



Neural	Network	Training	

Deep	Learning	The	Past	Present	and	Future	of	Ar4ficial	Intelligence	by	Lukas	Masuch	



Word	Embedding	

•  Turn	textual	data	into	high	dimensional	vector	
representa4on	

•  Group	seman4cally	similar	data	in	a	vector	space	

Deep	Learning	The	Past	Present	and	Future	of	Ar4ficial	Intelligence	by	Lukas	Masuch	



hNps://deeplearning4j.org/word2vec#embed	

Word2vec	

•  A	two-layer	neural	net	

•  Group	vectors	of	similar	words	together	into	a	
vector	space	



hNps://deeplearning4j.org/word2vec#embed	

Word2vec	



hNps://deeplearning4j.org/word2vec#embed	

Word2vec	
Rome	-Italy	+	China	would	

return	Beijing	



Word2vec	

Seman4cally-related	clusters	



Word2vec	

Learning	rela4onships	from	data	



Variants	of	Neural	Networks	

•  Convolu4onal	Neural	Network	(CNN)	
– mainly	used	in	image	processing	

•  Recurrent	Neural	Network	(RNN)	
– sequence	to	sequence	learning	
–  language	modeling	



MACHINE	TRANSLATION	
PARADIGM	SHIFT	



Machine	Transla4on	Pyramid	

Direct	transla4on	

Transfer	

Source	text	 Target	text	

Interlingua	

Bernad	Vauquois’	pyramid	



Sta4s4cal	Machine	Transla4on	

Word	alignment	

Language	model	

Phrase	extrac4on	

Log	linear	framework	

Tune	

Decode	

Parallel	corpus	

Monolingual	corpus	

Source	sentence	

Transla4on	output	



Sta4s4cal	Machine	Transla4on	

Word	alignment	

Language	model	

Phrase	extrac4on	

Log	linear	framework	

Tune	

Decode	

Opera4on	
sequence	model	

Parallel	corpus	

Monolingual	corpus	

Source	sentence	

Transla4on	output	

NN	Joint	model	

Sparse	Features	

Class-based	LM	

Interpolated	LM	



Other	Varia4ons	

•  Syntax-based	machine	transla4on	

•  Language	dependent	processing	
– pre-reordering	of	German	
– Arabic	morphological	segmenta4on	
– Urdu	word	segmenta4on	



Neural	Machine	Transla4on	

Encoder	

Decoder	

Input	text	

Translated	text	

ANen4on	model	

Bidirec4onal	Recurrent	
state	



Encoder	

hNps://devblogs.nvidia.com/parallelforall/introduc4on-neural-machine-transla4on-gpus-part-3/	



Decoder	

hNps://devblogs.nvidia.com/parallelforall/introduc4on-neural-machine-transla4on-gpus-part-3/	



Task	Overview	
•  Mul4-domain	parallel	corpus	

	

•  Monolingual	corpus	
–  287M	sentences	(WMT	2013)	
–  target	side	of	available	parallel	corpus	

Parallel	Corpus	 Token	(en)	
TED	(CeNolo	et	al.	2014)	 4.7M	
QED	(Guzma	́n	et	al.	2013)	 1.6M	
UN	(Ziemski	et	al.	2016)	 489M	
OPUS	(Lison	et	al.	2016)	 184M	



Task	Overview	

•  Evalua4on	
– avg.	BLEU	score	on	IWSLT	test11-14	



Results:	Phrase-based	MT	
Train	 Avg.	BLEU	 DescripEon	

TED	(baseline)	 28.6	

TED	+	QED	+	UN	 27.3	(-1.3)	 Concatena4on	

TED	+	Back-off	PT(QED,UN)	 29.1	(+0.5)	

TED	+	MML	(QED,UN)	 29.2	(+0.6)	

TED	+	MML	(QED,UN)	+	OPUS	 30.4	(+1.8)	

Interpolated	LM	(80GB)	 30.9	(+2.3)	

Interpolated	OSM	 31.5	(+2.9)	

NNJM	 32.1	(+3.5)	 Train	on	concatena4on	

NNJM-UN	 31.9	(+3.3)	 Train	on	UN,	fine	tune	on	TED	

NNJM-Opus	 32.3	(+3.7)	 Train	on	OPUS,	fine	tune	on	TED	

Class-based	LM	 32.4	(+3.8)	

Drop-OOV	 32.6	(+4.0)	

Translitera4on	 32.5	(+3.9)	



Neural	MT	Lifeline	



Neural	MT	
•  Generalize	well	

•  More	data	is	beNer	
–  be	pa4ent	with	training	

•  Online	training	
–  simple	adapta4on	
–  commercially	viable	

•  Small	model	size	



NMT	–	Morphological	Segmenta4on	

•  Can	NMT	resolve	the	boNleneck	of	language	
dependent	pre-processing?	

	
– For	Arabic,	morphology	aware	segmenta4on	

•  important	to	achieve	good	quality	transla4ons	



Arabic	Segmenta4on	

•  Alternates?	
– byte	pair	encoding	

•  frequency-based	model	
•  itera4ve	boNom-up	character	merging	
•  single	hyper-parameter	to	control	vocabulary	size		

– CNN-based	word	embedding	
– character-based	model	



Segmenta4on	Results:		
Arabic-to-English	

SegmentaEon	Type	 Avg.	BLEU	 DescripEon	
No	segmenta4on	 25.55	 word-to-word	training	
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Segmenta4on	Results:		
Arabic-to-English	

SegmentaEon	Type	 Avg.	BLEU	 DescripEon	
No	segmenta4on	 25.55	 word-to-word	training	

Morphological	segmenta4on	 30.65	 MADA	segmented	

BPE-to-word	model	 29.12	 15000	merge	opera4ons	

BPE-to-BPE	model	 29.41	 15000	merge	opera4ons	

charCNN-to-word	model	 29.74	 source	character	CNN	to	
target	words	

charCNN-to-char	model	 30.28	 source	character	CNN	to	
target	characters	

character-to-word	model	 30.41	



Training	Time	
No.	 SegmentaEon	Type	 Avg.	BLEU	 Training	Time/

epoch	
1	 No	segmenta4on	 25.55	 2h12m	
2	 Morphological	segmenta4on	 30.65	 2h47m	
3	 BPE-to-word	model	 29.12	 2h12m	
4	 BPE-to-BPE	model	 29.41	 1h16m	
5	 charCNN-to-word	model	 29.74	 2h48m	
6	 charCNN-to-char	model	 30.28	 3h54m	
7	 character-to-word	model	 30.41	 4h53m	

Morphological	segmenta4on	≈	charCNN-to-word	
but	losing	in	BLEU	by	0.9	points	



Mul4-lingual	Transla4on	

hNp://nlp.stanford.edu/projects/nmt/Luong-Cho-Manning-NMT-ACL2016-v4.pdf	



Mul4-lingual	Transla4on	

hNp://nlp.stanford.edu/projects/nmt/Luong-Cho-Manning-NMT-ACL2016-v4.pdf	



Low	Resource	Transla4on	

hNp://nlp.stanford.edu/projects/nmt/Luong-Cho-Manning-NMT-ACL2016-v4.pdf	



Low	Resource	Transla4on	

hNp://nlp.stanford.edu/projects/nmt/Luong-Cho-Manning-NMT-ACL2016-v4.pdf	



Short	Comings	

•  Problem	of	interpretability	
– not	easy	to	explain	what	is	happing	

•  Hard	to	incorporate	linguis4c	informa4on	

•  Fewer	control	over	the	model	

•  Special	hardware	requirement	(GPU)	
	



Useful	links	

•  NMT	implementa4ons	
– Nematus	(hNps://github.com/rsennrich/nematus)	

•  Theano-based	
•  backed	by	Edinburgh	University	

–  seq2seq-aNn	(hNps://github.com/harvardnlp/seq2seq-aNn)	
•  Torch-based	
•  backed	by	Harvard	plus	Systran	is	suppor4ng	

– Dynet	(hNps://github.com/clab/dynet)	
•  C++	
•  backed	by	CMU	

–  Tensor	flow	(sequence	to	sequence)	



Useful	Links	
•  NMT	Tutorial	-	hNps://devblogs.nvidia.com/parallelforall/

introduc4on-neural-machine-transla4on-gpus-part-1/	

•  RNN	character-level	examples	
–  hNp://karpathy.github.io/2015/05/21/rnn-effec4veness/	



THANKS	


